1

SA WG2 Meeting #132
S2-1903659
08 – 12 April, 2019, Xi’an, PRC
(revision of S2-190xxxx)
Source:
Nokia, Nokia Shanghai Bell
Title:
5G URLLC QoS Monitoring solution
Document for:
Discussion and approval
Agenda Item:
6.20
Work Item / Release:
5G URLLC/ Rel-16
Abstract of the contribution: This paper analysis shows how Echo Request/Response can be leveraged for 5G URLLC QoS flows.
1
Introduction
It was noted that QoS Monitoring that Echo Request/Echo Response is only applicable for nodal level QoS monitoring. Here we show how this can be leveraged and adopted for QoS flows corresponding to certain 5QI

2
Discussion

Following are the possible ways to do that:
Approach 1: 
· Step 1: UPF does benchmarking of network hop delay per transport resources that it will use (T1, T2, T3, etc…) towards a peer network node identified by an IP destination address (the hop between these two nodes). The network hop estimated delay is computed by sending an Echo Request over such transport resource Ti and measuring RTT/2 when Echo Response is received. The network node stores the result in a table 1 (Ti, delay) per destination IP address. Table 1 is illustrated below.
Table 1

Table 1.1 : IP@ 1

	Transport resource
	T1
	T2
	
	
	
	
	T20

	RTT/2
	1 ms
	0.7 ms
	
	
	
	
	0.8 ms


· Table 1.2 : IP@ 2

	Transport resource
	T1
	T2
	T3
	
	
	
	T20

	RTT/2
	1.2 ms
	0.45 ms
	0.74 ms
	
	
	
	0.54 ms


· Step 2: UPF maps {network instance, DSCP} into Transport Resource Ti to derive a table 2 per IP destination address. Thus, for each IP destination address, the estimated delay per (network instance, DSCP) entry is determined.  
	
	Network instance 1
	Network instance 2
	Network instance 3
	Network instance 4

	DSCP 1
	1 ms
	0.6 ms
	0.5 ms
	0.7 ms

	DSCP 2
	0.4 ms
	0.4 ms
	0.6 ms
	

	DSCP 3
	0.8 ms
	0.2 ms
	
	

	DSCP 4
	
	0.1 ms
	
	


· Step 3: the UPF sends the mapping between {Network instance, DSCP} to “delay estimate” towards the SMF for each IP destination address. SMF stores the values of table 2 for each IP destination address i.e. peer network node and uses these values in future PDU session/QoS flow setup.

· Step 4: whenever QoS flow needs to be setup the SMF looks at the characteristics of the QoS flow (5QI, QoS characteristics, ARP, etc) and the configuration of the path (which network nodes expected to be traversed) to determine the expected network delay. The SMF takes into account the values stored in the table 2 for each hop involved in the path and the suitable total network delay in order to determine which (network instance, DSCP) should be considered for a given QoS flow. 

4
Conclusions

In summary, we can leverage the benchmarking done by the UPF for different transport path and use it to determine how the QoS flows should be mapped to a given network instance, DSCP based on {5QI, QoS characeteristics, ARP etc} and the estimated delay thus select the appropriate transport path for the corresponding QoS flow.
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